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Let G be a graph andv be any vertex ofG. Then theneighborhood contracted graphGv of

G, with respect to the vertexv, is the graph with vertex setV − N(v), where two vertices

u, w ∈ V − N(v) are adjacent inGv if either w = v andu is adjacent to any vertex ofN(v)

in G or u,w /∈ N [v] andu,w are adjacent inG. The properties of the neighborhood contracted

graphs are discussed in this paper. The neighborhood contraction in some special class of graphs,

the domination in a graph and the neighborhood contracted graphs are discussed in the paper.
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1. INTRODUCTION

The graphs considered in this paper are simple and finite. The reader is referred to [3, 4, 7], for the

notations and terminologies used here, unless specified otherwise.

In a graphG, edge contractionis an operation which removes an edgex = uv from the graph by

merging the two end verticesu andv of the edge. Using the concept of edge contraction the graph

minors are defined. A graphH is a minor of graphG if a graph isomorphic toH can be obtained

from G by contracting some edges, deleting some edges, and deleting some isolated vertices. For

example, the graphH is minor of graphG as shown in the Figure 1.1.
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Figure1.1: The graphG and its minorH

The Figure 1.2 illustrates the construction of graph minorH from graphG. First construct a

subgraph ofG by deleting the dashed (staggered) edges and the resulting isolated vertex, and then

contract the dotted edge.

Figure1.2: Illustration to obtain the graph minor

2. MOTIVATION

Enough work has been carried out on graph minors ([1, 2, 5, 6]). However, the edge contractions

limit the applications to simple reswitching of a network, where one may have to compromise on the

protocols/complexities that would arise in the neighborhood of such edge. The computer networks

are complex concepts when there is breakdown due to either physical damage or failure of switches

etc. We encounter similar situations in electrical networks and social networks too. In order to handle

such crisis, one needs to remodel the network where the neighborhood of the vertex has prevalent

influence. This has prompted to consider the contraction of neighborhood of a vertex instead of an

edge alone. Therefore in this paper, we introduce another special class of graph minors, which we
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call the neighborhood contracted graphs.

Definition2.1 — LetG be a graph and letv be any vertex ofG. Then the neighborhood contracted

graphGv of G, with respect to the vertexv, is the graph with vertex setV −N(v), where two vertices

u,w ∈ V −N(v) are adjacent inGv such that one of the following conditions hold.

1. w = v andu is adjacent to any vertex ofN(v) in G.

2. u, w /∈ N [v] andu,w are adjacent inG.

For example

Figure2.1: GraphG andGv4

3. SOME RESULTS

Lemma3.1 — Letv be a vertex of a graphG. Then the degree of an arbitrary vertexw in the graph

Gv is

degGv(w) =





degG(w) if w ∈ V − ∪u∈N(v)N(u)

degG(w)− |N(w) ∩N(v)|+ 1 if w ∈ ∪u∈N(v)N(u)−N [v].

Lemma3.2 — LetG = (V, E) be a graph and letv ∈ V be any vertex in the graph. Then the

degree ofv in Gv is

deg(v) = | ∪u∈N(v) N(u)−N [v]|.
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Theorem3.3— LetG = (V, E) be a graph andv ∈ V . ThenGv is connected if and only ifG is

connected.

PROOF: Let Gv be a connected graph and suppose thatG is a disconnected graph. LetG1, G2, ...,

Gk be the components ofG and v ∈ Gi (1 ≤ i ≤ k). Then N(v) ⊆ V (Gi). Clearly,

A = ∪u∈N(v)N(u) − N [v] (by Lemma 3.2) forms a neighborhood ofv in Gv. Hence no vertex

of a component other thanGi will be adjacent tov in Gv. ThusGv is also disconnected, a contradic-

tion. So,G must be connected graph.

Conversely, letG be a connected graph and letu,w be two vertices ofGv. Thenu andw are also

the vertices ofG. SinceG is connected, there exists a path betweenu andw in G, sayuu1u2.....urw.

If all these vertices are inN [v] in G then,u andw have a path inGv and henceGv must be

connected.

If {u1, u2, ..., ur} * N [v], then sinceG is connected, there exists a path betweenu and some

neighbor ofv and betweenw and some neighbor ofv in G. Thus there exists a path betweenu andw

in Gv throughv. HenceGv must be connected. 2

Theorem3.4 — Let G = (V, E) be a graph andu, v ∈ V be any two vertices ofG such

that, N(v) = {v1, v2, ..., vk} and N(u) = {u1, u2, ..., ur} in G. ThenGu
∼= Gv if and only if

〈V −N(u)〉 ∼= 〈V −N(v)〉 and〈∪k
i=1N(vi)−N [v]〉 ∼= 〈∪r

j=1N(uj)−N [u]〉.
PROOF : Let Gv

∼= Gu. By definition,Gv is a graph with vertex setV −N(v) and two vertices

u,w ∈ V − N [v] are adjacent inGv if and only if u,w are adjacent inG. Thus〈V − N [u]〉 ∼=
〈V −N [v]〉. Sinceu andv are isolated vertices in〈V −N(u)〉 and〈V −N(v)〉 respectively, we have

〈V −N(u)〉 ∼= 〈V −N(v)〉.
Suppose〈∪k

i=1N(vi) − N [v]〉 � 〈∪r
j=1N(uj) − N [u]〉. Let A = ∪k

i=1N(vi) − N [v] andB =

∪r
j=1N(uj)−N [u]. Since∪k

i=1N(vi)−N [v] ⊆ V −N(v) and∪r
j=1N(uj)−N [u] ⊆ V −N(u),

the graphs〈V −N(u)〉 and〈V −N(v)〉 differ only by the adjacencies in〈A〉 and〈B〉. If 〈A〉 � 〈B〉
then〈V −N(u)〉 � 〈V −N(v)〉, a contradiction. Thus〈∪k

i=1N(vi)−N [v]〉 ∼= 〈∪r
j=1N(uj)−N [u]〉.

Conversely, letxp, yp be two adjacent vertices of the graphGv. We have the following possibilities.

Case1 : Bothxp, yp ∈ V −N [v] in G.

Since〈V − N(v)〉 ∼= 〈V − N(u)〉, there exist two adjacency preserving vertices,xq, yq ∈ V −
N(u) corresponding toxp andyp. Sinceu is an isolated vertex of〈V − N(u)〉 andxq andyq are

adjacent in〈V −N(u)〉, and hence adjacent inGu.



NEIGHBORHOODCONTRACTION IN GRAPHS 101

Case2 : One ofxp andyp is v in G.

Note that,xp andyp are adjacent inGv and hence,yp must be adjacent to some vertex ofN(v) in G.

That isyp ∈ ∪k
i=1N(vi)−N [v]. Since〈∪k

i=1N(vi)−N [v]〉 ∼= 〈∪r
j=1N(uj)−N [u]〉, there exists a

vertexyq ∈ ∪r
j=1N(uj) − N [u] corresponding toyp. Sinceyq is adjacent to some neighbor ofu in

G, yq must be adjacent tou in Gu.

Thus combining both the cases,Gv
∼= Gu. 2

Theorem3.5— Gv
∼= K2 if and only ifG is connected anddeg(v) = n − 2 in G, wheren > 2

is the order of the graphG.

PROOF : SupposeGv
∼= K2 and letV (Gv) = {v, w} Thenv should be adjacent to all other

vertices exceptw. Hencedeg(v) = n− 2 in G.

Conversely, letG be a connected graph anddeg(v) = n − 2 in G. Then there exists exactly one

vertexu ∈ V −N [v] andu must be adjacent to some neighbor ofv in G. Thus|V (Gv)| = 2 andu

must be adjacent tov in Gv. ThusGv
∼= K2. 2

Corollary 3.6 — The neighborhood contracted graphGv of a graph with respect to every vertex

v is K2 if and only if G is (n− 2)−regular graph onn vertices.

Remark3.7 : Let v be any vertex of a graphG. ThenGv is a complete graph if and only if

〈V −N [v]〉 is a complete graph such that every vertex ofV −N [v] is adjacent to some neighbor of

v in G.

Note3.8 : LetG = (V, E) be a graph andv ∈ V . Then it is always possible to obtain a graph

H by subdividing the edges incident tov in G, so that,Hv
∼= G. But the graphH so obtained is not

unique.

Theorem3.9 — Let G = (V, E) be a connected graph. To reduce the graphG into a trivial

graph, at mostbn
2 c neighborhoodcontractions are required.

PROOF : Let G be a connected graph. IfG ∼= K2, then neighborhood contraction with respect to

any vertex will reduce the graphG into a trivial graph. SupposeG � K2 andG is connected. Then

n ≥ 3 and∆(G) ≥ 2. Let v be a vertex of maximum degree. ThenGv will contain at mostn − 2

vertices. IfGv is not a trivial graph, then repeat the procedure with the maximum degree vertex of

Gv. In each step at least2 vertices ofG are reduced. Hence, at mostbn
2 c neighborhoodcontractions

are required to obtain the trivial graph. 2
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Corollary 3.10 — LetG = (V, E) be a graph withGi = (Vi, Ei) as its components fori =

1, 2, 3, ..., k. Then with at most
∑k

i=1
|Vi|
2 neighborhoodcontractions a totally disconnected graph is

obtained.

PROOF : The proof follows from Theorem 3.3 and Theorem 3.9. 2

Theorem3.11 — Let v be any vertex of a graphG. ThenGv
∼= (G)v if and only if both the

following conditions are true.

1. 〈N(v)〉 ∼= 〈V −N [v]〉 and

2. every vertex ofN(v)/V − N [v] is adjacent to some vertices, but not to all vertices ofV −
N [v]/N(v) in G.

PROOF : SupposeGv
∼= (G)v. Then the induced subgraphs of the vertex sets ofGv and(G)v

mustbe isomorphic. In particular,〈V − N(v)〉 ∼= 〈N [v]〉. Sincev is an isolated vertex in both the

induced subgraphs,〈V −N [v]〉 ∼= 〈N(v)〉 in G.

Let NG(v) = A andV −NG[v] = B. SupposeA contains a vertexu which is adjacent to every

vertex ofB. Then every vertex ofV −N [v] is adjacent to some neighbor ofv in G. Thus every vertex

of B is adjacent tov in Gv and hencev is a full degree vertex inGv. But B is the neighborhood ofv

in G andu ∈ A is not adjacent to any vertex ofB. ThusG containsa vertexu which is not adjacent

to any neighbor ofv in G. Thus(G)v containsa vertexu which is not adjacent tov in (G)v andhence

v is not a full degree vertex in(G)v. Since〈N(v)〉 ∼= 〈V −N [v]〉, the above leads toGv � (G)v, a

contradiction.

Similarly, if B contains a vertexw which is adjacent to every vertex ofB, we arrive at a contra-

diction.

SupposeA contains a vertexu which is not adjacent to any vertex ofB. Then by the argument

as above, we can prove that,v is not a full degree vertex ofGv, whereas,v is a full degree vertex of

(G)v, which leads to a contradiction. Thus the second condition holds.

Conversely, let us assume that〈N(v)〉 ∼= 〈V − N [v]〉. Then〈N(v)〉Gv
∼= 〈N(v)〉(G)v

. Since

every vertex ofV −N [v]/N(v) is adjacent to some vertex ofN(v)/V −N [v] in G, v is a full degree

vertex in bothGv and(G)v. HenceGv
∼= (G)v. 2
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4. NEIGHBORHOODCONTRACTION IN SOME SPECIAL CLASSES OFGRAPHS

Note4.1 : The following are the simple observations:

1. Gv
∼= G if and only if deg(v) = 0 in G.

2. Gv is a trivial graph if and only ifdeg(v) = n− 1 in G.

3. LetKm,n be a complete bipartite graph with partite setsV1 andV2 with |V1| = m and|V2| = n.

Then

(Km,n)v =





K1,m−1 if v ∈ V1.

K1,n−1 if v ∈ V2.

4. LetG = Wn = Cn−1 + K1 be a wheel graph onn vertices. Then

Gv =





K1 if deg(v) = n− 1.

Pn−3 + K1 otherwise.

5. (Pn)v =





Pn−1 if deg(v) = 1.

Pn−2 if deg(v) = 2.

Trees

Proposition4.2 — If G is a bipartite graph, thenGv is also bipartite.

PROOF : Let v be a vertex of a bipartite graphG with partite setsV1 andV2 and letv ∈ V1. Then

v is adjacent to some vertices ofV2. The vertices ofV1 which are adjacent to the neighbors ofv are

adjacent tov in Gv. SinceV1 is an independent set ofG, the induced subgraph〈V1〉 forms an acyclic

graph. The vertices ofB1 = v ∪ (V2 −N(v)) forms one independent set and the remaining vertices

of V1 form another independent setB2 of Gv. Also, the edges ofGv will have one end vertex inB1

and the other end vertex inB2. ThusGv is a bipartite graph. 2

Theorem4.3— If G is a tree thenGv is also a tree.

PROOF : Let u,w be two vertices of the graphGv such that they lie on a cycle andP1 andP2 be

two paths betweenu andw in Gv. We have two cases.

Case1 : u andw are adjacent tov in Gv.

SinceP1 andP2 are the paths betweenu andw in Gv, the vertices ofP1 andP2 lie in V −N(v)

in G. Hence there exist two paths betweenu andw in G also, a contradiction.
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Case2 : u = v andw ∈ V −N(v) in G.

Since we assumed that there exist two paths betweenu andw in Gv, w is not adjacent to

any neighbor ofv in G. Thus we can find two verticesv1 and v2 on the pathsP1 andP2

respectively such that,v1 andv2 are adjacent to some neighbors ofv in G. Hence there exist

two paths betweenu = v andw in G, a contradiction.

Thus there exists a unique path between any two vertices ofGv and soGv is acyclic. SinceG is

connected,Gv is also connected. ThusGv is a tree. 2

Theorem4.4 — Let v be any vertex of a graphG = (V, E). ThenGv is acyclic if and only if

〈V −N(v)〉 is acyclic and no two vertices of∪u∈N(v)N(u)−N [v] are adjacent inG.

PROOF : If Gv is acyclic then clearly〈V −N(v)〉 is acyclic asV −N(v) is the vertex set ofGv.

Supposeui, uj ∈ ∪u∈N(v)N(u) −N [v] are adjacent inG. Thenui anduj are the neighbors ofv in

Gv and henceui, uj andv form a cycle inGv, a contradiction.

Conversely, since〈V − N(v)〉 is acyclic inG, 〈V − N(v)〉 is acyclic inGv too. Also, since

no two vertices of∪u∈N(v)N(u) − N [v] are adjacent inG, they are not adjacent inGv. Since

∪u∈N(v)N(u)−N [v] is the neighborhood ofv in Gv, the vertices ofN [v] will not form any cycle in

Gv. ThusGv is acyclic. 2

Regular Graphs

Theorem4.5— Letv ∈ V be any vertex of a graphG = (V, E). ThenGv is r-regular if and only if

| ∪u∈N(v) N(u)−N [v]| = r and for anyw ∈ V −N [v],

deg〈V−N [v]〉(w) =





r − 1 if w ∈ ∪u∈N(v)N(u)−N [v]

r if w ∈ V − ∪u∈N(v)N(u)
(1)

PROOF : Let Gv be anr-regular graph. Thus|N(v)| = | ∪u∈N(v) N(u)−N [v]| = r (by Lemma

3.2). Also,degG(w) = degGv(w) = r for any w ∈ V − ∪u∈N(v)N(u). Hencedeg(w) = r in

〈V −N [v]〉 if w ∈ V −∪u∈N(v)N(u). Let w ∈ N(v) in Gv. Thendeg(w) = r in Gv. Thusw must

be adjacent to some neighbor ofv in G and hencew ∈ ∪u∈N(v)N(u)−N [v] anddeg(w) = r− 1 in

〈V −N [v]〉.

Conversely, letw ∈ V (Gv). Then by (1) and by the definition ofGv, deg(w) = r in G for any

w 6= v. If w = v, then sincer = |∪u∈N(v)N(u)−N [v]| = |NGv(v)|, deg(w) = r. Thusdeg(w) = r

for anyw ∈ V (Gv) and henceGv is anr-regular graph. 2
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Corollary 4.6 — LetG be ak−regular graph onn vertices. ThenGv is ak−regular graph for a

vertexv in G if and only if | ∪u∈N(v) N(u)−N [v]| = k and for anyw ∈ V −N [v],

deg〈V−N [v]〉(w) =





k − 1 if w ∈ ∪u∈N(v)N(u)−N [v]

k if w ∈ V − ∪u∈N(v)N(u)
(2)

Theorem4.7 — Let G be ak−regular graph. Then for every vertexv of G, Gv is k−regular if

and only if one of the following holds.

1. G ∼= Kn or

2. G ∼= Cn wheren ≥ 5

PROOF : Let Gv be ak−regular graph with respect to every vertexv of a k−regular graphG.

Let N(v) = {v1, v2, ..., vk} with k 6= 2. If k = 0 then,G is a totally disconnected graph and hence

Gv
∼= G ∼= Kn for every vertexv of G. Supposek ≥ 1.

If k = 1 then, G ∼= mK2 for some positive integerm. ThenGv
∼= K1 ∪ (m − 1)K2, a

contradiction to the fact that,Gv is k-regular. Thus letk ≥ 2.

Note that each vertex ofN [v] is not adjacent to every vertex ofN [v], for otherwise,〈N [v]〉 ∼= Kk

and sinceG is k−regular,N [v] is a component ofG. HenceGv is a graph withK1 as one of its

components, a contradiction. Let us assume that,k > 2.

Claim : |N(vi) ∩ (V −N [v])| = 1 for all vi ∈ N(v) in G.

Supposev1 ∈ N(v) such that,v1 is adjacent to at least two verticeswi, wj of V − N [v] in G.

Thenv1 can be adjacent to at mostk−2 vertices ofN [v]. SinceGv1 is k−regular, thesek−2 vertices

must be adjacent tok vertices ofV − N [v1] in G. Since thek − 2 neighbors ofv1 lie in N [v], the

k neighbors of thesek − 2 vertices andwi, wj are adjacent tov in Gv. Thusdeg(v) > k in Gv, a

contradiction. Thus the claim holds.

Thus eachvi ∈ N(v) is adjacent to a uniquewi in V − N [v]. SinceG is k−regular, each

vi ∈ N(v) must be adjacent tok − 1 vertices ofN [v] with k > 2 andwi ∈ V −N [v] for 1 ≤ i ≤ k.

Thus inGvi , vi is adjacent to thek − 1 neighbors ofwi, k − 2 verticeswj which are adjacent to the

neighbors ofvi in N [v] and a neighbor ofv to whichvi is not adjacent inG. Thusdeg(vi) > k in

Gvi , a contradiction. Thusk = 2. ThusG ∼= Cn.
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If n = 3 or 4, thenGv
∼= K1 or K2 accordingly for eachv in C3 or C4. ThusG ∼= Cn for n ≥ 5.

The converse part is immediate from the definition ofGv. 2

5. DOMINATION AND NEIGHBORHOODCONTRACTION

Theorem5.1— Letv be any vertex of a graphG = (V, E). Thenγ(G) ≥ γ(Gv).

PROOF : Let D be aγ-set of a graphG andv ∈ V . If v is an isolated vertex ofG thenGv
∼= G

and hence,γ(G) = γ(Gv).

Supposedeg(v) > 0 and letN(v) = {v1, v2, ..., vk} in G. Note that the vertices which are

adjacent tovi (1 ≤ i ≤ k) in G are adjacent tov in Gv. Hence ifvi ∈ D in G for somei, then the

vertices dominated byvi in G are dominated byv in Gv. Since every vertex ofV −D is adjacent to

some vertex ofD in G, so is inGv. Thus the vertices of(D −N(v)) ∪ {v} forms a dominating set

of G. Thusγ(G) ≥ γ(Gv). 2

A vertex v of a graphG is said to be acontraction critical vertex with respect toγ if γ(G) >

γ(Gv) and is said to becontraction redundant with respect toγ if γ(G) = γ(Gv).

Theorem5.2— Letv be aγ-fixed orγ-free vertex of a graphG = (V, E). Thenv is a contraction

redundant vertex of the graph if and only if one of the following conditions holds:

1. deg(v) = n− 1.

2. v is an isolated vertex of aγ-setD such that no neighbor ofv is adjacent to a vertex ofD in G

and the vertices ofD which are adjacent to the vertices of∪u∈N(v)N(u)−N [v] must dominate

some vertex ofG uniquely.

PROOF : Sincev is aγ-fixed orγ-free vertex ofG, there exists at least oneγ-setD of G such

that,v ∈ D. Supposev is a contraction redundant vertex, thenγ(G) = γ(Gv).

Supposedeg(v) < n − 1 andv is adjacent to some vertexu of D in G. Note thatu is not a

vertex ofGv. If u dominates some vertex ofG uniquely inG, then, sinceu is adjacent tov in G,

the neighbors ofu are adjacent tov in Gv. SinceD is aγ-set ofG, the vertices ofD − {u} form a

dominating set ofGv and hence,γ(Gv) < γ(G), a contradiction. Thusv must be an isolated vertex

of D in G.
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Suppose some neighborw of v in G is adjacent to some vertexu ∈ D. Thenu ∈ D is adjacent

to v in Gv. Sincev is an isolate ofD in G, no neighbor ofv dominates any vertex ofG uniquely, so

is in Gv. Also, v is dominated byu in Gv and henceD − {v} forms a dominating set ofGv. Hence

γ(Gv) < γ(G), a contradiction.

Suppose there exists a vertexw ∈ D such thatw is adjacent to some vertexa ∈ ∪u∈N(v)N(u)−
N [v] in G and does not dominate any vertex ofG uniquely. Thena is adjacent tow andv in Gv.

Since bothv andw do not dominate any vertex ofG uniquely,(D−{v, w}∪{a}) forms a dominating

set ofGv. Thusγ(Gv) < γ(G), a contradiction.

Conversely, letdeg(v) = n − 1 in G. ThenGv
∼= K1 and henceγ(G) = γ(Gv) = 1. If

degG(v) = 0 thenG ∼= Gv and henceγ(G) = γ(Gv). SupposedegG(v) ≥ 1 andv is an isolated

vertex of aγ-setD of G such that, no neighbor ofv dominates any vertex ofD in G. Thenv dominates

itself in Gv and hence lies in aγ-set ofGv. Also note thatD is aγ-set ofG, and the vertices ofD

which are adjacent to the vertices of∪u∈N(v)N(u)−N [v] dominate some vertex uniquely inG. The

vertices ofD other thanv must lie in theγ-set ofGv. Thusγ(Gv) = γ(G). 2

Theorem5.3 — Let v be aγ-totally free vertex of a graphG = (V,E). Thenγ(G) = γ(Gv) if

and only ifN(v) ∩D = {u} for anyγ-setD of G such that one of the following conditions holds:

1. u is an isolate ofD such that no neighbor ofv is adjacent to any vertex ofD in G.

2. the vertices ofD which are adjacent to the vertices ofN [v] must dominate some vertex ofG

uniquely.

PROOF : Let v be aγ-totally free vertex of a graphG = (V, E). Supposeγ(G) = γ(Gv). Since

v is γ-totally free vertex ofG, v does not belong to anyγ-set of the graph. Thenv is dominated by

some vertex of aγ-setD of G.

Suppose|N(v) ∩ D| ≥ 2 for someγ-setD of G. Let u,w ∈ N(v) ∩ D. Then the vertices

dominated byu andw in G are dominated byv in Gv. Hence(D−{u,w})∪{v} forms a dominating

set ofGv, a contradiction. ThusN(v) ∩D = {u} for anyγ-setD of G.

Supposeu is an isolate ofD. Thenv dominates all the vertices ofG which are dominated byu

in G. Thenv lies in a dominating set ofGv. Also note that,v is an isolate of theγ-set ofGv if no

neighbor ofv is adjacent to any vertex ofD.
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Suppose there exists a vertexw ∈ D such that,w is adjacent to a vertex ofN(v) in G. Supposew

does not dominate any vertex ofG uniquely. Thenw is adjacent tov in Gv and the vertices dominated

by w are dominated by some vertex ofD. Thus(D − {u,w}) ∪ {v} forms a dominating set ofGv,

a contradiction. Thus the vertices ofD, which are adjacent to the vertices ofN [v], must dominate

some vertex ofG uniquely.

Conversely, letN(v) ∩D = {u} andu is an isolate ofD such that no neighbor ofv is adjacent

to any vertex ofD in G. Thenv is an isolated vertex in aγ-set ofGv. Hence(D−{u})∪ {v} forms

aγ-set ofGv. Thusγ(G) = γ(Gv). 2

If the vertices ofD which are adjacent to the vertices ofN [v] in G, dominates some vertex ofG

uniquely, thenv dominates some vertex ofG uniquely inGv, which are dominated byu in G. Since

other vertices ofD also dominate some vertex ofG uniquely, they must lie in theγ-set ofGv. Thus

γ(G) = γ(Gv).

We now introduce some properties of vertices in respect of domination in connection with neigh-

borhood contraction.

Definition5.4 — LetG = (V, E) be a graph andv be any vertex inG. Then the vertexv is said

to be

1. neighborhood contractionγ−fixed (n.c.γ−fixed) vertex ifv lies in everyγ−set ofGv.

2. neighborhood contractionγ−free (n.c.γ−free) vertex ifv lies in someγ−sets ofGv but not

in all.

3. neighborhood contractionγ−totally free (n.c.γ−totally free) vertex ifv does not lie in any

γ−set ofGv.

For example, consider the graph in the figure 5.1. The vertexv7 is n.c.γ−fixed vertex, the vertex

v4 is n.c.γ−free vertex and the vertexv1 is n.c.γ− totally free vertex.

We have the following results.

Theorem5.5— Let v be a vertex of a graphG = (V, E). Thenv is n.c.γ−totally free vertex if

and only if

1. there exists a vertexu ∈ V −N [v] such thatu dominates some vertex ofV −N [v] uniquely in

G and is adjacent to some vertex ofN(v) in G. and
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Figure5.1: Illustration to n.cγ−fixed, n.c.γ−free and n.c.γ−totally free vertices.

2. no neighbor ofv dominates any vertex ofG uniquely inG.

PROOF : Suppose at least one condition of the theorem is not true andv is n.c. γ−totally free

vertex.

Suppose no neighbor ofN(v) dominates a vertex ofV −N [v] uniquely inG. Then any neighbor

of v does not dominate a vertex ofGv uniquely inGv. Thusv may be aγ−free ofγ−fixed vertex of

Gv, a contradiction.

Suppose some neighbor ofv dominates a vertex ofV −N [v] uniquely inG. Then that vertex is

uniquely dominated byv in Gv. Thenv must lie in a dominating set ofGv, a contradiction. Hence

both conditions must be true.

Conversely, suppose some neighboru of N(v) dominates a vertex ofV −N [v] in G. Thenu is

adjacent tov in Gv andu dominatesv in Gv. Also no neighbor ofv dominates any vertex ofV −N [v]

uniquely inG. Hencev does not dominate any vertex ofGv uniquely inGv. Thusv does not belong

to anyγ−set ofGv and hencev is a n.c.γ−totally free vertex. 2

Theorem5.6 — Supposev is a vertex of a graphG such that〈V − N [v]〉 contains at least two

isolated verticesu, w such thatu,w are adjacent to some vertex ofN(v) in G. Thenv is a n.c.

γ−fixed vertex.

PROOF : Supposeu,w ∈ V −N [v] such thatu,w are adjacent to some neighbor ofv in G. Then

u,w are adjacent tov in Gv. Sinceu,w are isolated vertices of〈V − N [v]〉, u andw are uniquely

dominated byv in Gv. Thusv must lie in every dominating set ofGv. Hencev is a n.c. γ−fixed

vertex. 2
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Note5.7 : But the converse of the above result need not be true in general. For example, in the

graphG of figure 5.2,〈V − N [v6]〉 contains only one isolated vertex, which is adjacent to some

neighbor ofv6. Still v6 is n.c.γ−fixed vertex.

Figure5.2: The graphG. Figure5.3: The graphGv6

Remark5.8 : Letv be a vertex of a graphG. Then by the definition of n.c.γ−free vertex,v is a

n.c. γ−free vertex ifGv contains at least oneγ−setDi containingv and at least oneγ−setDj with

v /∈ Dj .
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