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Let G be a graph an@ be any vertex of5. Then theneighborhood contracted grapi,, of

G, with respect to the vertex, is the graph with vertex sét — N(v), where two vertices

u,w € V — N(v) are adjacent iri7,, if eitherw = v andu is adjacent to any vertex a¥ (v)

in G oru,w ¢ N[v] andu,w are adjacent iiz. The properties of the neighborhood contracted
graphs are discussed in this paper. The neighborhood contraction in some special class of graphs,
the domination in a graph and the neighborhood contracted graphs are discussed in the paper.
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1. INTRODUCTION

The graphs considered in this paper are simple and finite. The reader is referred to [3, 4, 7], for the

notations and terminologies used here, unless specified otherwise.

In a graph(G, edge contractioris an operation which removes an edge- wv from the graph by
merging the two end verticasandv of the edge. Using the concept of edge contraction the graph
minors are defined. A grapH is a minor of graph if a graph isomorphic td4 can be obtained
from G by contracting some edges, deleting some edges, and deleting some isolated vertices. For

example, the grapH is minor of graphG as shown in the Figure 1.1.
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Figurel.1: The graplG and its minorH

The Figure 1.2 illustrates the construction of graph misbfrom graphG. First construct a
subgraph of7 by deleting the dashed (staggered) edges and the resulting isolated vertex, and then

contract the dotted edge.

Figurel.2: lllustration to obtain the graph minor

2. MOTIVATION

Enough work has been carried out on graph minors ([1, 2, 5, 6]). However, the edge contractions
limit the applications to simple reswitching of a network, where one may have to compromise on the
protocols/complexities that would arise in the neighborhood of such edge. The computer networks
are complex concepts when there is breakdown due to either physical damage or failure of switches
etc. We encounter similar situations in electrical networks and social networks too. In order to handle
such crisis, one needs to remodel the network where the neighborhood of the vertex has prevalent
influence. This has prompted to consider the contraction of neighborhood of a vertex instead of an

edge alone. Therefore in this paper, we introduce another special class of graph minors, which we
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call the neighborhood contracted graphs.

Definition2.1 — LetG be a graph and letbe any vertex ofz. Then the neighborhood contracted
graphG,, of G, with respect to the vertex is the graph with vertex s& — N (v), where two vertices

u,w € V. — N(v) are adjacent i+, such that one of the following conditions hold.
1. w = v andu is adjacent to any vertex df (v) in G.

2. u,w ¢ N[v] andu, w are adjacent .

For example
Ve U7
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1
vlo vl 1 '[)1 0 11

Figure2.1: GraphG andG,,

3. SOME RESULTS

Lemma3.1 — Letw be a vertex of a grap&y. Then the degree of an arbitrary vertexn the graph
G, is

dege, (w) dega(w) if w eV — UyenN(u)
’ dege(w) — [N(w) N N()|+1 if w € UyenwyN(u) — N[v].

Lemma3.2 — LetG = (V, E) be a graph and lat € V be any vertex in the graph. Then the

degree ok in G, is

deg(v) = [ Uuen(w) N(u) — N[v]l.
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Theorem3.3— LetG = (V, E) be a graph and € V. ThenG, is connected if and only & is

connected.

PROOF. Let G, be a connected graph and supposedhista disconnected graph. Lét, G2, ...,
G* be the components off andv € G* (1 < i < k). ThenN(v) C V(G?). Clearly,
A = Uyen(w)N(u) — N[v] (by Lemma 3.2) forms a neighborhood ©fin G,. Hence no vertex
of a component other tha@ will be adjacent ta in G,. ThusG, is also disconnected, a contradic-

tion. So,G must be connected graph.

Conversely, letG be a connected graph and1etw be two vertices of7,,. Thenu andw are also

the vertices of>. SinceG is connected, there exists a path betweamdw in G, sayuujus.....u,w.

If all these vertices are itV [v] in G then,« andw have a path inG, and hence&z, must be

connected.

If {u1,us,...,u,} ¢ Nv], then sinceG is connected, there exists a path betweeand some
neighbor ofv and betweem and some neighbor afin G. Thus there exists a path betwaeandw

in G, throughv. HenceG,, must be connected. O

Theorem3.4 — Let G = (V,E) be a graph andu,v € V be any two vertices off such
that, N(v) = {v1,v2,...,ux} and N(u) = {ui,u2,...,u.} in G. ThenG, = G, if and only if
(V= N(u)) = (V = N(v)) and (UL N(v;) — N[v]) 2= (Uj_; N (u;) — Nu]).

PROOF: Let G, = G,. By definition,G, is a graph with vertex st — N (v) and two vertices
u,w € V — NJ[v] are adjacent iz, if and only if u,w are adjacent irG. Thus(V — N[u]) =
(V — NJv]). Sinceu andwv are isolated vertices ifi” — N (u)) and(V — N (v)) respectively, we have
(V= N(u)) =(V - N(v)).

SupposeUS_ N (v;) — N[v]) 2 (Uj_; N(uj) — N[u]). Let A = UF_ N(v;) — N[v] and B =
i1 N (uj) — Nul. SinceU? | N(v;) — N[v] CV — N(v) andul_; N(u;) — N[u] €V — N(u),
the graphsV — N (u)) and(V — N (v)) differ only by the adjacencies i) and(B). If (A) 2 (B)
then(V — N (u)) 2 (V — N(v)), a contradiction. ThuéJ¥_, N (v;) — N[v]) = (Uj—1 N (uj) — Nlul).
Conversely, let,,, v, be two adjacent vertices of the gragh. We have the following possibilities.

Casel : Bothzy,y, € V — N[v]in G.

Since(V — N(v)) = (V — N(u)), there exist two adjacency preserving verticesy, € V —
N(u) corresponding ta:, andy,. Sinceu is an isolated vertex oft’ — N(u)) andz, andy, are

adjacent in(V' — N(u)), and hence adjacent @,,.
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Case2 : One ofz, andy, isvin G.
Note that.x,, andy, are adjacent iid+,, and hencey, must be adjacent to some vertex/éfv) in G.
Thatisy, € Uj_; N (v;) — N[v]. Since(Uf_; N(v;) — N[v]) = (Uj_; N (u;) — Nu]), there exists a
vertexy, € Ui_; N(u;) — N[u] corresponding tg,. Sincey, is adjacent to some neighbor afin

G, y, must be adjacent toin G.,.

Thus combining both the cases, = G,,. O

Theorem3.5— G, = K> if and only if G is connected andeg(v) = n — 2in G, wheren > 2

is the order of the grapli.

PROOF: Supposes, = K, and letV(G,) = {v,w} Thenv should be adjacent to all other
vertices excepty. Hencedeg(v) = n — 2 in G.

Conversely, letz be a connected graph addg(v) = n — 2 in G. Then there exists exactly one
vertexu € V — N[v] andu must be adjacent to some neighbordh G. Thus|V(G,)| = 2 andu

must be adjacenttoin G,,. ThusG, = K. a

Corollary 3.6 — The neighborhood contracted gragh of a graph with respect to every vertex

vis Ky if and only if G is (n — 2)—regular graph om vertices.

Remark3.7 : Letv be any vertex of a grapty. ThenG, is a complete graph if and only if
(V — NJv]) is a complete graph such that every verteX’of N[v] is adjacent to some neighbor of
vinG.

Note3.8 : LetG = (V, E) be a graph and € V. Then it is always possible to obtain a graph
H by subdividing the edges incidenttdn G, so that,H, = G. But the graphH so obtained is not

unique.

Theorem3.9— Let G = (V, E) be a connected graph. To reduce the graghnto a trivial

graph, at most 5 | neighborhooctontractions are required.

PROOF: Let G be a connected graph.® = K, then neighborhood contraction with respect to
any vertex will reduce the grapH into a trivial graph. Suppos@ 2 K, andG is connected. Then
n > 3 andA(G) > 2. Letwv be a vertex of maximum degree. Théf will contain at most: — 2
vertices. IfG, is not a trivial graph, then repeat the procedure with the maximum degree vertex of
G,. In each step at lea8tvertices ofG are reduced. Hence, at ma@st| neighborhoodontractions

are required to obtain the trivial graph. O
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Corollary 3.10 — LetG = (V, E) be a graph withG* = (V;, E;) as its components far =

1,2,3, ..., k. Then with at mosEf:1 "g" neighborhoodontractions a totally disconnected graph is
obtained.
PrRooF: The proof follows from Theorem 3.3 and Theorem 3.9. O

Theorem3.11— Let v be any vertex of a graptv. ThenG, = (G), if and only if both the

following conditions are true.
1. (N(v)) =2 (V — N[v]) and

2. every vertex ofN(v)/V — N|[v] is adjacent to some vertices, but not to all verticed/of
N[v]/N(v) in G.

PROOF: Suppose&s, = (G),. Then the induced subgraphs of the vertex set§ pand (G),

mustbe isomorphic. In particulaKV — N(v)) = (N[v]). Sincev is an isolated vertex in both the
induced subgraphg} — N[v]) = (N (v)) in G.

Let Ng(v) = AandV — Ng[v] = B. Supposed contains a vertex which is adjacent to every
vertex of B. Then every vertex of — N [v] is adjacent to some neighboroin G. Thus every vertex
of B is adjacent ta in G,, and hence is a full degree vertex id,,. But B is the neighborhood af
in G andu € A is not adjacent to any vertex @&. ThusG containsa vertexu which is not adjacent
to any neighbor of in G. Thus(G), containsa vertexu which is not adjacent to in (G, andhence
v is not a full degree vertex itG),. Since(N (v)) = (V — N|[v]), the above leads 6, % (G),, a

contradiction.

Similarly, if B contains a vertexv which is adjacent to every vertex &f, we arrive at a contra-

diction.

Supposed contains a vertex: which is not adjacent to any vertex &. Then by the argument

as above, we can prove thatis not a full degree vertex af,,, whereasy is a full degree vertex of

(G)v, which leads to a contradiction. Thus the second condition holds.

Conversely, let us assume th@¥(v)) = (V — N[v]). Then(N(v))a, = (N(v))g),- Since
every vertex o — N[v]/N (v) is adjacent to some vertex 8f(v)/V — N[v] in G, v is a full degree
vertex in bothG,, and(G),. HenceG, = (G),. a

v
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4. NEIGHBORHOODCONTRACTION IN SOME SPECIAL CLASSES OFGRAPHS
Note4.1 : The following are the simple observations:
1. G, = Gifandonly ifdeg(v) = 0in G.
2. G, is atrivial graph if and only itleg(v) =n — 1in G.

3. LetK,, , be a complete bipartite graph with partite sEtsandV; with |V;| = m and| V3| = n.
Then

Kl,m—l Zf v E V.

(Km,n)v = .
Kl,n—l Zf v e V.
4. LetG =W,, = C,_1 + K71 be awheel graph on vertices. Then

K if deg(v) =n—1.
P,_3+ Ky otherwise.

G, =

Py ’Lf deg(’u)
P2 Zf deg(v)

1
5. (P,)y = ,

Trees
Proposition4.2 — If G is a bipartite graph, the@', is also bipartite.

PROOF: Letv be a vertex of a bipartite grapgh with partite setd; andV; and letv € V;. Then
v is adjacent to some vertices B§. The vertices of; which are adjacent to the neighborswoére
adjacent tw in G,,. SinceV; is an independent set 6f, the induced subgrapfV;) forms an acyclic
graph. The vertices aB; = v U (Vo2 — N(v)) forms one independent set and the remaining vertices
of 1V, form another independent sBt of G,,. Also, the edges aoff, will have one end vertex i3

and the other end vertex Bz. ThusG, is a bipartite graph. O
Theorem4.3— If G is a tree then(7,, is also a tree.

PrROOF: Letu, w be two vertices of the grapfi,, such that they lie on a cycle arief and P, be

two paths between andw in G,,. We have two cases.

Casel : uw andw are adjacent to in G,,.
SinceP;, and P, are the paths betweerandw in G,, the vertices of?; andP; liein V — N (v)

in GG. Hence there exist two paths betweeandw in G also, a contradiction.
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Case2:u=vandw eV — N(v) inG.

Since we assumed that there exist two paths betweendw in G, w is not adjacent to
any neighbor ofv in G. Thus we can find two vertices, and v, on the pathsP, and P,
respectively such thaty andwvs, are adjacent to some neighborswoh GG. Hence there exist

two paths between = v andw in G, a contradiction.

Thus there exists a unique path between any two verticés,adnd soG, is acyclic. SinceG is

connected(, is also connected. Thus, is a tree. O

Theorem4.4— Letv be any vertex of a graptyr = (V, E). ThenG, is acyclic if and only if
(V — N(v)) is acyclic and no two vertices of, ¢ y(,) N (u) — N[v] are adjacent inG.

PrROOF: If G, is acyclic then clearlyV — N(v)) is acyclic as — N (v) is the vertex set of7,,.
Supposeu;, u; € UyenN(u) — N[v] are adjacent itz Thenu; andu; are the neighbors af in

G, and hencey;, u; andv form a cycle inG,,, a contradiction.

Conversely, sincéV — N(v)) is acyclic inG, (V — N(v)) is acyclic inG, too. Also, since
no two vertices ofU,cn(,)N(u) — N[v] are adjacent ir, they are not adjacent itV,. Since
Uuen() N (u) — N[v] is the neighborhood aof in G, the vertices ofV[v] will not form any cycle in
G,. ThusG, is acyclic. O

Regular Graphs
Theorem4.5— Letv € V be any vertex of a grap&y’ = (V, E). ThenG, is r-regular if and only if
| Uuen() N(u) — N[v]| = rand foranyw € V — N[v],

(1)

r—1 if weUgenwN(u)— N[y
degv—np)) (w) = { N

r if weV —UyenwN(u)

PROOF: Let G, be anr-regular graph. ThugV (v)| = | Uyen () N(u) — N[v]| = r (by Lemma
3.2). Also,degg(w) = degg,(w) = r foranyw € V — UyenyN(u). Hencedeg(w) = r in
(V= Npl)ifweV —UyenwN(u). Letw € N(v) in G,. Thendeg(w) =
be adjacent to some neighborwoin G and hencev € U,y ()N (u) — N[v] anddeg(w) = r — 1in
(V — N[vJ).

rin G,. Thusw must

Conversely, letv € V(G,). Then by (1) and by the definition @f,, deg(w) = r in G for any
w # v. If w = v, thensince = |Uye () N(u) = N[v]| = [Ng, (v)], deg(w) = r. Thusdeg(w) =
for anyw € V(G,) and hencé&,, is anr-regular graph. O
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Corollary 4.6 — LetG be ak—regular graph om vertices. TherG, is ak—regular graph for a

vertexv in G if and only if | U,e ) N(u) — N[v]| = k and for anyw € V — N[v],

k=1 if we UyenwN(u) — Nv]
k if weV — UueN(v)N(u)

degv )y (w) = { 2

Theorem4.7— Let G be ak—regular graph. Then for every vertexof G, G, is k—regular if

and only if one of the following holds.
1. G2 K, or

2. G = C, wheren > 5

PrRoOOF: Let G, be ak—regular graph with respect to every vertexf a k—regular graptG.
Let N(v) = {v1,v2,...,ux} With k& # 2. If £ = 0 then,G is a totally disconnected graph and hence
G, = G = K, for every vertex of G. Supposé > 1.

If £ = 1then,G = mK, for some positive integem. ThenG, = K; U (m — 1)Ky, a

contradiction to the fact tha€7,, is k-regular. Thus lek > 2.

Note that each vertex d¥ [v] is not adjacent to every vertex of[v], for otherwise (N [v]) = K},
and sinceG is k—regular, N[v] is a component ofi. HenceG, is a graph withK; as one of its

components, a contradiction. Let us assume that,2.
Claim: |N(v;) N (V — N[v])| = 1forall v; € N(v) inG.

Supposer; € N(v) such thaty; is adjacent to at least two verticeg, w; of V' — Nv] in G.
Thenv; can be adjacent to at mast- 2 vertices ofN [v]. SinceG,, is k—regular, thesé — 2 vertices
must be adjacent tb vertices ofl/ — N[v;] in G. Since thek — 2 neighbors ofv; lie in N[v], the
k neighbors of thesé — 2 vertices andv;, w; are adjacent te in G,. Thusdeg(v) > kin G,, a

contradiction. Thus the claim holds.

Thus eachv; € N(v) is adjacent to a unique; in V. — NJv]. SinceG is k—regular, each
v; € N(v) must be adjacent to — 1 vertices of N[v] with k£ > 2 andw; € V — N[v]for 1 <i < k.
Thus inG,,, v; is adjacent to thé — 1 neighbors ofw;, £ — 2 verticesw; which are adjacent to the
neighbors ofv; in N[v] and a neighbor of to whichwv; is not adjacent irG. Thusdeg(v;) > k in
G,,, a contradiction. Thus = 2. ThusG = C,,.
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If n =3 or4,thenG, = K7 or K accordingly for eacly in C5 or Cy. ThusG £ C,, forn > 5.

The converse part is immediate from the definitior:pf O

5. DOMINATION AND NEIGHBORHOODCONTRACTION

Theorem5.1— Letwv be any vertex of a grapy = (V, E). Themy(G) > v(G,).

PROOF: Let D be ay-set of a graplz andv € V. If v is an isolated vertex aff thenG, = G
and hencey(G) = v(Gy).

Supposeleg(v) > 0 and letN(v) = {v1,ve,...,ux} in G. Note that the vertices which are
adjacent ta; (1 < i < k) in G are adjacent te in G,. Hence ifv; € D in G for somei, then the
vertices dominated by; in G are dominated by in . Since every vertex di — D is adjacent to
some vertex oD in G, so is inG,,. Thus the vertices ofD — N(v)) U {v} forms a dominating set
of G. Thusy(G) > ~(Gy). O

A vertexwv of a graphG is said to be aontraction critical vertex with respect to if v(G) >
~v(G,) and is said to beontraction redundant with respecttoif v(G) = v(Gy).

Theorem5.2— Letw be ay-fixed ory-free vertex of a graply = (V, E'). Thenw is a contraction

redundant vertex of the graph if and only if one of the following conditions holds:
1. deg(v) =n — 1.

2. vis an isolated vertex of @-setD such that no neighbor afis adjacent to a vertex dp in G
and the vertices ab which are adjacent to the vertices\0f ¢ () N (v) — N [v] must dominate

some vertex ofr uniquely.

PROOF: Sincev is a~y-fixed or~-free vertex ofG, there exists at least oneset D of G such

that,v € D. Suppose is a contraction redundant vertex, thefG) = v(G,).

Supposeleg(v) < n — 1 andwv is adjacent to some vertexof D in G. Note thatu is not a
vertex of G,. If v dominates some vertex ¢f uniquely inG, then, since. is adjacent ta in G,
the neighbors of; are adjacent te in GG,,. SinceD is a~y-set of G, the vertices ofD — {u} form a
dominating set o, and hencey(G,) < v(G), a contradiction. Thus must be an isolated vertex
of DinG.
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Suppose some neighboerof v in G is adjacent to some vertexe D. Thenu € D is adjacent
towvin G,. Sincev is an isolate ofD in GG, no neighbor ofy dominates any vertex @ uniquely, so
isin G,. Also, v is dominated by in G, and henceD) — {v} forms a dominating set a,. Hence

v(Gy) < v(G), a contradiction.

Suppose there exists a vertexc D such thatw is adjacent to some vertexe U,e v, N (u) —
N[v] in G and does not dominate any vertex@funiquely. Theru is adjacent tav andv in G,,.
Since bothy andw do not dominate any vertex &f uniquely,(D — {v, w}U{a}) forms a dominating

set ofG,. Thusy(G,) < v(G), a contradiction.

Conversely, ledeg(v) = n — 11in G. ThenG, = K; and hencey(G) = v(G,) = 1. If
degc(v) = 0thenG = G, and hencey(G) = ~(G,). Supposelegs(v) > 1 andw is an isolated
vertex of ay-setD of G such that, no neighbor efdominates any vertex d in G. Thenv dominates
itself in G, and hence lies in a-set of G,,. Also note thatD is a~v-set of G, and the vertices ab
which are adjacent to the verticeslofc v ()N (v) — N[v] dominate some vertex uniquely i The

vertices ofD other tharw must lie in they-set ofG,,. Thusv(G,) = v(G). O

Theorem5.3— Letv be av-totally free vertex of a graply = (V, E). Theny(G) = v(G,) if
and only if N(v) N D = {u} for any~-setD of G such that one of the following conditions holds:

1. wis an isolate ofD such that no neighbor af is adjacent to any vertex @ in G.

2. the vertices oD which are adjacent to the vertices 8f[v] must dominate some vertexGf

uniquely.

PROOF: Let v be ay-totally free vertex of a grapty = (V, E). Supposey(G) = ~(G,). Since
v is ~y-totally free vertex ofG, v does not belong to any-set of the graph. Thenis dominated by

some vertex of g-setD of G.

Supposg¢N(v) N D| > 2 for somev-setD of G. Letu,w € N(v) N D. Then the vertices
dominated by: andw in G are dominated by in G,,. Hence(D —{u, w})U{v} forms a dominating
set of Gy, a contradiction. Thus/(v) N D = {u} for any~-setD of G.

Suppose: is an isolate ofD. Thenv dominates all the vertices &f which are dominated by
in G. Thenw lies in a dominating set af7,. Also note thatp is an isolate of they-set of G, if no

neighbor ofv is adjacent to any vertex db.
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Suppose there exists a vertexc D such thatw is adjacent to a vertex df (v) in G. Supposev
does not dominate any vertex@funiquely. Thenw is adjacent ta in GG, and the vertices dominated
by w are dominated by some vertex Bf Thus(D — {u,w}) U {v} forms a dominating set af,,

a contradiction. Thus the vertices B, which are adjacent to the vertices §fv], must dominate

some vertex o7 uniquely.

Conversely, letV(v) N D = {u} andu is an isolate ofD such that no neighbor af is adjacent
to any vertex ofD in G. Thenv is an isolated vertex in@-set ofG,,. Hence(D — {u}) U {v} forms
avy-set ofG,.. Thusy(G) = v(Gy). O

If the vertices ofD which are adjacent to the verticesdfv] in G, dominates some vertex 6f
uniquely, therny dominates some vertex 6f uniquely inG,,, which are dominated by in G. Since
other vertices ofD also dominate some vertex 6f uniquely, they must lie in the-set ofG,,. Thus
YG) =7(Go).

We now introduce some properties of vertices in respect of domination in connection with neigh-

borhood contraction.

Definition5.4 — LetG = (V, E) be a graph and be any vertex irG. Then the vertex is said

to be

1. neighborhood contractiop—fixed (n.c.y—fixed) vertex ifv lies in everyy—set ofG,,.

2. neighborhood contraction—free (n.c.y—free) vertex ifv lies in somey—sets ofG, but not

in all.

3. neighborhood contraction—totally free (n.c.y—totally free) vertex ifv does not lie in any

~v—set of G,.

For example, consider the graph in the figure 5.1. The vertéxn.c.y—fixed vertex, the vertex
vy is n.c.y—free vertex and the vertax is n.c.v— totally free vertex.

We have the following results.

Theorem5.5— Letv be a vertex of a graply = (V, E'). Thenv is n.c.y—totally free vertex if

and only if

1. there exists a vertax € V — N|[v] such that: dominates some vertex Bf— N[v] uniquely in

G and is adjacent to some vertex®fv) in G. and
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15
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U V7 Uy

Figure5.1: lllustration to n.ey—fixed, n.c.y—free and n.cy—totally free vertices.

2. no neighbor oty dominates any vertex éf uniquely inG.

PROOF: Suppose at least one condition of the theorem is not truevdasdh.c. y—totally free

vertex.

Suppose no neighbor éf (v) dominates a vertex df — N[v] uniquely inG. Then any neighbor
of v does not dominate a vertex 6%, uniquely inG,. Thusv may be ay—free ofy—fixed vertex of

G, a contradiction.

Suppose some neighbor edominates a vertex df — N[v] uniquely inG. Then that vertex is
uniguely dominated by in G,. Thenv must lie in a dominating set @¥,, a contradiction. Hence

both conditions must be true.

Conversely, suppose some neighbaf N (v) dominates a vertex df — N[v] in G. Thenu is
adjacenttw in G,, andu dominates in G,,. Also no neighbor of dominates any vertex &f — N[v]
uniguely inG. Hencev does not dominate any vertex @f, uniquely inG,. Thusv does not belong

to anyy—set ofG,, and hence is a n.c.y—totally free vertex. O

Theorem5.6 — Suppose is a vertex of a grapltz such that(V' — N[v]) contains at least two
isolated vertices:, w such thatu, w are adjacent to some vertex &f(v) in G. Thenv is a n.c.

~—fixed vertex.

PROOF: Suppose:, w € V — N|v] such that:, w are adjacent to some neighborwoh G. Then
u,w are adjacent te in G,. Sinceu,w are isolated vertices d — N[v]), v andw are uniquely
dominated by in G,. Thusv must lie in every dominating set @f,. Hencewv is a n.c. y—fixed

vertex. O
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Note5.7 : But the converse of the above result need not be true in general. For example, in the

graphG of figure 5.2,(V — NJuvg]) contains only one isolated vertex, which is adjacent to some

neighbor ofvg. Still vg is n.c.y—fixed vertex.

U

7y

Vg

Vg

3

Figure5.2: The graplG.

Uy

L U{.

il

Figure5.3: The graplG,,

Remarks.8 : Letv be a vertex of a grapty. Then by the definition of n.cy—free vertexp is a

n.c. y—free vertex ifG,, contains at least ong—setD; containingv and at least ong—setD; with

2)¢<Dj
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