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This paper studies (1) sequence to sequence, (2) series to sequence, (3) series
to szries and (4) sequence to series matrix transformations defined over a
field X provided with non-trivial non-archimedian valuation, Tke results of
Vermes (1946) and Ramanujan (1956) describing the algebraic properties of
these matrices in the classical case are extended for the corresponding matrix
transformations over a non-archimedian field K which is complete under
the metric of valuation,

§1. Somasundram (1974) has studied recently some properties of limit pre-

- serving sequence to sequence mairix transformations known as T-matrices (Cooke

1955) defined over non-archimedian fields. The object of the present paper is

to study the other summability matrices f, y and 6 (Cooke 1955) over non-archi-

median fields and derive algebraic properties of these matrices which generalise
theorems of Vermes (1946) and Ramanujan (1956) in the classical case.

§2. Let A= (a,)n, p=1,2,3, ... be a matrix defined over a field X pro-
vided with non-trivial non-archimedian valuation. The field K is supposed to be
complete under the metric of valuation. From a theorem of Monna (1963),
we deduce as in the classical case the following theorem.

Theorem 1—A matrix 4 = (a,,) is a T-matrix over K called a T(X) matrix
if and only if

Sup | @,, | < M where M is a constant. .2.1)
np
lim a,, = 0 for each fixed p ..(2.2)
1~y 00
(=]
2 y, = A, 1 as n— oo, ...(2.3)
p=1
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§3. Series to sequence transformations over K~—~We shall consider the follow-
ing transformation.

oL
t,= X gC,, n=1,2,3,... of the series f,' C, . a3
=1

=1

o
The matrix G = (g,,) defined above transforms the series 5 C, into the sequence
p=1

(t,). The analogues of f and y matrices for a series to sequence transformations
over K are called B(K) and y(K) matrices.

Theorem 2—The necessary and sufficient conditions that (z,) defined by (3.1)

o0

should tend to a finite limit as n — co whenever 5 C, converges to s in metric
~1

of valuation are that ’

(i) Sup | . — 8upri| < N where N is a constant.
», P

(ii) lim g,, = B, for each fixed p.
n-»CO

Moreover

i) Tim 7, = s + 3 By — Bors) G, — )

y=1 pu—

where s, = Zﬂ' C, and the existence of either side of (jii) implies that of the
=]

other.

Proof : The proof of the theorem depends upon the following Lemma.

o0 ]
Lemma— X g,,C, converges whenever > C, is convergent if and only if
=1 =1

(g,,) is bounded in the metric of valuation as p — oo for each fixed n.

The sufficiency follows easily because ‘@, — 0’ is the necessary and sufficient
condition for the convergence of a series 2070 a, in a field with non-trivial
non-archimedian valuation. "=

To prove the necessity of the condition, let us suppose that (g,,) is not
bounded. Then there exists a sequence (p,) such that

lg,,,,,|>%, r=123,...
where 1 corresponds to an element Z of the field X such that |Z|= 1< .
Such an element in K exists because the valuation is non-trivial. Let us define
C,=0if p#p,

=Z' lfpzprs r::1,2,...
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2 C,o= 2 C,,= X Z' is convergent, since Z" >0 as r —» co, But.
re=1

=1 re=1
lgnp,—cp, I = lg’”’rl IC,,, I > j?’ﬂ? = r.

Hence | g,,,C,,|>r. Therefore g,l,,C does not tend to zero as p — oo for
every fixed » which shows that Z,‘ a,,C, is not convergent whenever 2 C, is

=1 =1
convergent This contradiction proves the necessity condmon of the lemma.

Proof of the Theorem—We first establish that the conditions are sufficient.
It follows from the lemmas, condition (i) of the theorem and from the fact that
s, > s as p—co that (g,, —8,, + 1) (5, —5) > 0as p - oo in the metric of
valuation for each fixed » so that the right hand side of (3.1) namely

00 . o0
Z 81Co=58m + X (up — &pr1) (5, — 5) is well defined. So the condition
pw=1

p=l
(iii) is well-defined for every n.

For any ¢ >0, we can choose a p, such that

|s, —s]< -J% for all p >p,. .(3.2)

Rewriting (3.1), we have

é’ 20Cp = 58 + | 2 + 3 — Ewper) (55— 5)

I‘-'IJD
= Sgn + Z; + Zp (s2y)

By condition (i) X, tends to
Yo
2 (ﬂp - ﬁpﬂ) (5, —s5) a5 n— oo
=1

| Za| < Sup {lgnn_gnpul |s,——s|}.

1<

By condition (i) and (3.2) we have

| 2. < Supv(N f,)

Therefore | X,| < ¢ for every fixed p> po By condition (ii) lim g,, ="8,.
Using this we get lim 2 8npCpo = P15 + Z,‘ (B, — Bor1) (5, —5). Hence the

n—>00 p=1
conditions are sufficient.
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To prove the conditions arc necessary, choose C, =0 if p 44 and C, = 1.
Then ¢, = g,,. When n— oo, g,, = B, which proves the necessity of (ii). We
have

é::: gnpcp = Z':lgnp (Sp - szr—l)
— {: Zap {5, — ) — (Sp1 — )}

r—=1
= 2 (gnp - gMIH.) (Sp —S) + sgyu + (Sr - S) gnr- ’
p=1

By the Lemma (g,,) is bounded as r - oo for every fixed ». By hypothesis
84 C, tends to a limit 7, as r — oo and so we have

r—1

§1 (8np — &np-1) (5, — 5) + 58y, ..(3.3)

tends to a limit ¢, as r — oo for all (s,) such that s, —» s for every fixed ».

lim ¢, exists by hypothesis. ...(3.9)

N300
Also we have

5g,, — 5B, as n — oo. ' ...(3.5)

By using (3.4) and (3.5) in (3.3), we can consider (3.3) as the transformation
of the null sequence into (¢,). So as in the proof a theorem of Monna (1963)
dealing with the conservative matrices, the condition (i) is necessary. This com-
pletes the proof of the theorem.

-
Theorem 3—The necessary and sufficient condition that ¢, = X g,.C,
: 2, ,

o

should tend to a finite limit s as n — oo whenever Y C, converges to the sum
. =1

s are,

(l) Sup ‘gnp — 8npta l < N
P .
(ii) lim g,, = 1 for cach fixed p where 1 is the identity of the field K.

ProOF : The conditions are sufficient as in Theorem 2. The coaditios are
necessary because if B, — B,., % 0 for any particular p, let us define

Cc; =0 for 1‘<’p
Cp =l, C’”q:—l
C

o = 0 for i>1,
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Then
lim ty= (ﬁp - ﬂp?l)# 0.
n=»00
Hence it is necessary that f, — B,+, = O for every p. Therefore we have from
(iii) of Theorem 2, lim ¢, = f,sso that B, =1 is a necessary condition. Hence
n->0

B, =1 for every p so that (ii) is necessary. The necessity of (i) can be proved
exactly as in Theorem 2. This completes the proof of the theorem.

Examples of B(K) and y(K) MatricesA

(1) Consider the matrix G = (g.,,) defined over the r-adic field for any prime .
Let

pnt for n>=p
& = 0 “for n< p.

We shall show that G is a B(X) matrix
Znp — Enptr = N7 When n=p
= * when n>p
=0 when n< p.
Since |n| < 1 and #" - 0 as 7'— oo in the metric of valuation, Sup | g,, — g,y 1/
< 1 which satisfies the condition (i) of Theorem 2 for a §(X) n;z'airix.
Now

lim g, = lim nn" =0
[ 1o o0
This proves condition (ii) of Theorem 2.

We have B, = B, = ... = By = ... = 0 which shows that the right hand
member of conditions (iii) of Theorem 2 is zero.

If ¢, is the g-transform of the series 1 + = + 2% + ..., then we get
t,=n"( +2n+3n%+ ... +na?) .
|t <| = [Max([1]. |2] [=].... =] | 2 ]"D.

Therefore we have |7,| < | #|[*—0 as n— co. Hence condition (jii) of Theorem 2
is satisfied which shows that G is a § matrix defined over K.

(2) Consider the matrix F = (f,,) defined as follows

1 —pn for nz=p
fo= 0 for n< p.
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As in the previous case, we can verify the condition (i) and (ii) of a y (K)-
matrix. The series 1 + = + n® + ... converges to 1/1 — x in the metric of
valuation. We shall show that its transform by the above matrix con-
verges to the same limit. Now we have

= +mn+nr2+n+ ...+ a2")— n"(l +27 + 3n2

+ ... + nn")

Since
lim (1 + 224+ 3n2+ ... + pa*) =0
fn=»C0
and
: 1
iml + 2o+ 722+ ... 4+ a™1l= .
n—>c0 1—n
we have
. 1
nl-l)g tﬂ-—l_no

§4. Series to Series matrix transformations over K—We shall consider the
matrix transformation

=)
Vo= 2 hytty, h,ck (4D

p=1

[+ o0
of a convergent series Y u, into a sequence V, such that Y ¥, is convergent.
p=1 ”=1

The matrix which preserves the convergence of a series to series transformation
is called a §(K) matrix where as the limit preserving series to series transformation
is called a « (K) matrix. The following theorem dealing with series to series matrix
transformation defined over K can be proved exactly as in the classical case by
Vermes (1946).

Theorem 4—The necessary and sufficient condition that the matrix H defined
by (4.1) is a 6 (K) matrix or « (K) matrix is that the matrix G == (g,,) defined by

gﬂ9:h1’+ hg.""’ v h,.’
or
Hoy = 8up — Gu1p 15 8 B(K) matrix or y(K) matrix,

§5. Sequence to series matrix transformation over K—Consider the matrix
transformation.

[>]
Vo= 2 fuS SfweK, n=1273 ... (5.1)
=1
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o0
of the sequence (s,) into ¥, such that 3’ V, is convergent. The matrix preserving

=1
convergence in this case is called a /4 (k) matrix and the limit preserving matrix
is called a y (k) matrix. In this connection, we have the following theorem.

Theorem 5—The necessary and sufficient condition for the matrix F in 3.D
to be a / (k) matrix are

() Sup | X fuy | < M

n, =1

(i) lim f Sup = f exists for each p=1, 2, 3, ...

nD>O0 mm=l

(iii) lim X 3 f., = f exists
n->00

m=1
o ' o ©
Moreover if s, =5, then we get (iv) im V,=fs+ 3 f, (s, — 5).
n-—>00 p=1

Proor: Since we are considering the sequence to series transformation, let

[~ L]
us consider the sequence of partial sums of the series 3 V,. Let V,= 3 V,.
m=1

n=1

- < n n
Then V,= X ( Y fw)s,. Hence the matrix ( 3 f,,) n, p=1, 2, 3 ...

p=1 m=1 M
should transform the convergent sequence (s,) into the convergent sequence (V).
Hence applying a theorem of Monna (1946) we get the required result.

Remark —If F = (f,,)is a u(k) matrix then (i), (ii) and (iii) with f= 1 and
f, = 0 for each fixed p are the necessary and sufficient conditions.

Note : Theorem 5 may be stated in a more convenjent form as follows.

Theorem 6—The necessary and sufficient condition for the matrix F to
be a 4 (k) matrix or a u (k) matrix is that the matrix defined by

Uny =J19 tSop + - FSup
or
Joo = Gnp — Gnt P
is a conservative matrix or a 7'(K) matrix.
This theorem is a generalization of a theorem of Hill.

§6. Algebraic Properties of the above matrix over K—Vermes (1946) esta-
blishes in the classical case that the product H = AG of matrix 4 and a y-matrix
G is a y-matrix if and only if 4 is a T-matrix. We shall generalise this for

matrices defined over K in the following.
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Theorem 7T—Let A = (a,,) be a matrix defined over K. And let G = (g,,)
be y (k) matrix. Then the product H = AG is a y(K) matrix if and only if 4
is a T(K) matrix.

ProoF : From the condition (ii) of Theorem 3 (g,,) is a bounded sequence
for every fixed p. Hence |g, | <M, (say)

gnp = gm - (g7(1 - gna) ces T (gnn -1 T gnp)'
Therefore we have from the above,

0 et lgnprl *gﬂp[)

Pgm | <Max (|gm | |8n — &n
So we get

| un | < Max {M;, N} (6.1
For condition (iii) of Theorem 1 to be defined,

a,, > 0 as p » oo for each fixed n. ...(6.2)

o
So the general term of the product h,, = J' 4,8, is well-defined by using the
=1

Lemma given in the proof of Theorem 2, the condition of the Lemma being
satisfied by virtue of (6.1) and (6.2). So H = AG exists.

Now
]lnp - hmH—l - Z‘; ni(&ip — gfi"l)'
j=

Therefore

<< Max ( l U |s Ig!p — Zipt1 I )

| Moy — Mapa
1K< 00

By using condition (i) of Theorem 1 and condition (i) of Theorem 3 in the
above, we have |k, — h,,., | << Max (M, N).

Therefore
SUp | by — ltapes | <L where L = Max (M, N)
np
So the condition (i) of Theorem 3 is satisfied for H = (h,,). We shall now prove

that h,, > 1 as n— co for each fixed p so that the condition (ii) of Theorem 3
is satisfied for H = (h,,).

Since g, = 1 as j —-co for each fixed p, by condition (ii) of Theorem 3 we
have

|8 — 1| < &/M for all j = jo. .(6.3)
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- ’ . . . CO
Let us consider the partial sum of the series X a,,(g, — 1). Let
X . N ST =1 N

Su) = £ @y gy — 1)
Now
| Sn (| < Sup |ay| |&m—1]
By using condition (i) of Theorem 1 and (6.3), we get
| S, (n)| < M - &/M for sufficiently large m. Hence S,,(n) =0 as m — oo
From this we conclude that :§ @n8ip = A, Which tends to 1 as n — oco. These
prove that H = (h,,) is a,_yl(K) matrix.

To prove the necessity of the condition, consider the matrix, ¥ = (¥,,) where
V,,=1forp<<nand V,, =0 for p>n. This is easily seen to be a y (X)
matrix. Since (h,,) 15 a y(K) matrix, we have

Suplh,,,,—-h,,,,+1| <N. .(64)

mp
The general term in the product AV is
[+ o] =]
hnp =2 ayVyy= 2 a,.
i=1 j=9
Therefore
Ny~ Pngr1 = Gy
and we have
Sup | dyy | = Sup | hyy — hppis | < N by (6.4).

Hence we have from the above

Sup I,a,,, I <N

N, .

...{6.5)
h,, = 1 for every fixed p. (6.6)

Taking p =1, we have

[~ o]
bog= 2 @y —1 .
= Z g laspooo ..46.7)

From (6,6), we have

“l-g (g — Pagt1) ="E1£ a,, = 0 for each fixed p. ..06.8)

(6.5), (6.7) and (6.8) show that 4 is a T'(K) matrix. This establjsh _
sity of the condition, : lishes the neces
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Remark : The product of y (K) matrix and a T (K)-matrix need not be a y (K)
matrix as seen from the following example.

1 0 0 0 0
n2 1—n2 0 0 0
Find 73 1—27% 0 0
A= md e mé 1—-3n¢ 0
n* " 7" I—(@—1=r" 0

We can easily verify that A is a T(K) matrix. Take y(K)-matrix given in the
proof of the Theorem 7. V = (V,,) where V, =1 for p<<n and V,,= 0 for
p >n. Then we have

1 0 0
1 + =n% 1 — #2 0
1+ 7247 1—7n*+n® 1 —278

VA=

+ " veo. 1=(r—Dm* O

In this matriX if VA = (g,y), &np = 0 for p >n and g,, is given above for n > p.
Now
lgm—1|=|1+ 72+ +. . + 2 —1]
<Max (| =3 |=n]5 ... | =)
Since

|z]<1, |gmw—1]<1,
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This shows that (g,,) is bounded for each p as » — oo but it does not con-
verge to 1. Hence the product of a y (K) matrix and a T(K) matrix is not
necessarily a y (k) matrix.

The following two theorems of Ramanujan (1956) can be proved exactly as
in the classical analysis.

Theorem 8—The product C = FA of a A (K)-matrix F with a matrix 4 exists
and it is a A(K)-matrix if and only if 4 is a conservative matrix defined over

the field K denoted by K.
Theorem 9—The product of two A(K) matrices is always a 1 (K)-matrix.

Theorem 10—The set of all A(K) matrices F forms a non-archimedian

Ranach algebra under the norm | F| =2 Sup | 3 fn, |.
n, o m=1

Proor : The norm is well defined because of condition (i) of Theorem 5.
If F and G are two A(K)-matrices, by using the properties of non-archimedian
valuation on K, we can easily verify that || F + G ]| < Max {]| Fl, e}

Let (F) be a Cauchy sequence of A(K) matrices where F' = (f1,). The pro-
duct F - F* and sum F" + F* of two 1(K) matrices are A(K) matrices. We have
therefore to prove only that the space of the above matrices is complete under
the above norm and | F" - F* ]| << || F*]| | F*||. Since (F")is a Cauchy sequence,

we have | F¥ —F* | <& r s>r. Let A7 denote the K matrix corresponding
to the A(K) matrix F’. Now given the matrix D = (d;,) over K, let

Ioh=2suw| £ 4,

and
10 L= Sup | d,|
Then in the above notation if 4" is the K-matrix associated with matrix F7, we
have | 7 =214 |s
lF—Fl=2]4 -4
Hence
HA’ — A4° ]I < ¢&/2 for r, s >r,.
Since the set of all X matrices over K forms a non-archimedijan Banach algebra

(Rangachari and Srinivasan 1964), there exists a K matrix 4 defined over X to
which the sequence of matrices 4" converges. Corresponding to this K-matrix A,
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there exists a A(K) matrix F which is the limit of the sequence F’. Hence
the space is complete under the above norm. The proof of the inequality
| Fr-Fe]l <] F| || F*] can be established as in the classical case of Rama-
nujan (1956) by making use of Theorem 8.
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